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ABSTRACT

Tuning methods to improve database performance are essential for efficiently processing large
amounts of data. One methodology that can improve the performance of database is knob tuning
methodology. However, since too many different types of knobs and a vast available range of knob
values, the optimization algorithms are limited to explore the fine—grained knob values. To overcome this
challenge, in this paper, we propose a methodology to reduce the search space of knob values within
the optimization algorithm for database knobs tuning. This methodology can allow for more detailed
exploration in optimization algorithm. Our various ablation studies show that knob tuning by using the
narrow knob value performs better than knob tuning by default knob value range.

1. INTRODUCTION

Smart cities help citizens enjoy a convenient and
comfortable life by solving various urban problems such
as transportation, environment, and facilities. In
particular, the Internet of Things in smart city services
generates the vast amounts of data, so it is important
to store, process and utilize big data [1].

However, managing large amounts of data requires a
high—-performance database. To improve the
performance of an existing database efficiently, a
database knob tuning can be considered. The database
knob tuning is the process of adjusting knob settings to
improve a database performance. However, database
types are diverse and available knobs are different
according to its version, it is not efficient that users
manually tune the database knobs [2]. To address
these issues, recent studies have focused on
automatically recommending suitable knob values to
improve database performance through optimization
algorithms  [3,4,5,6]. However, since databases
contain numerous types of knobs, e.g., continuous,
categorical and boolean, with a vast available range of
values and the valid range changes depending on

hardware specs, the optimization algorithms are limited
to explore the fine—grained knob values, which is
challenging to consider potential optimal values.

In this paper, we propose a methodology to reduce
the search space of database knob values within an
optimization algorithm. The proposed methodology
defines a new range of knobs that can potentially
enhance database performance, allowing more detailed
exploration in the optimization algorithm and resulting in
an enhancement of database performance.

To validate the proposed methodology, we
conducted performance comparison experiments for
throughput and latency with MySQL's default knob
settings. Our results show that the range of knob values
was significantly reduced, and the database
performance was improved.

2. METHODOLOGIES

Unlike [3] that reduces a search space by selecting
impactful knobs, our methodology is further aimed to
reduce the value range of the impactful knobs. Figure 1
shows an overview of our proposed methodology.
Firstly, we randomly generate 200 samples via Latin
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Figure 1. Design Overview of Proposed Methodology

Hypercube Sampling (LHS) [7]. Secondly, we select 10
knobs that have a significant impact on database
performance by a knob ranking algorithm. Thirdly, 10
configurations within the generated samples are

selected based on their measured database
performance, where we calculated score
(throughput/latency) to compare multiple

configurations. Then, we find the used value range of
each selected knob from the selected configurations.
With these newly defined knob ranges, the optimization
algorithm can search knob values within a narrower
range than its default range.

3. EXPERIMENTAL EVALUATION
3.1 Experimental Setup

We conducted experimental evaluations in MySQL
(v5.7) with 139 knobs using two workloads: TPC-C and
Twitter.

To validate our methodology, we adopted Lasso and
SHAP (Sharpley Additive exPlanations) as a knob
ranking algorithm and BO (Bayesian Optimization) and
SMAC as an optimization algorithm, which were applied
to the existing studies [3,8,9,10]. We used
XGBRegressor in SHAP and SMAC optimization model.
3.2 Evaluation

The experimental results of the ablation study are
shown in Table 1 and Table 2. Table 1 is the results on
the TPC-C workload using BO, and Table 2 is the
results on the Twitter workload using SMAC. In each
table, the results of our proposed methodology are
denoted in bold. Figure 2 shows the default and
reduced ranges of the knobs. In Figure 2, a thick bar
represents the default range of knobs and a thin line
above the bar indicates the reduced range by our
proposed methodology. We also colored the bold bars
differently depending on the amount of knob values to
be explored.

We now demonstrate that our methodology can

improve database performance. The results in Table 1
show that reducing both the number of knobs to be
tuned and its range improves throughput by an average
of 15.65% and latency by an average of 99.90% over
the database performance with default MySQL knob
settings. Furthermore, the results validate that our
proposed methodology can improve the database
performance even without limiting the number of knobs.
The results in Table 2 also show that reducing the knob
ranges improves tuning performance in the same way.

Table 1. Tuning Performance on TPC-C with
Bayesian Optimization.

Knob Range Throughput 99th %-tile
Ranking | Reduction | (requests/second) Latency (sec)
Default MySQL Setting 402.246 13.540

x x 2.677 3.619
Lasso x 0.033 56.011
SHAP x 0.083 15.735

x v 405.883 0.019
Lasso v 480.326 0.011
SHAP 4 450.130 0.015

Table 2. Tuning Performance on Twitter with SMAC.

Knob Range Throughput 99th %-tile
Ranking | Reduction | (requests/second) Latency (ms)
Default MySQL Setting 6223.630 552

x x 2009.716 594
Lasso x 6987.064 561
SHAP x 13.667 6514253

x v 6850.562 589

Lasso v 7015.032 571

SHAP v 6894.030 570
However, there are cases that achieved high

performance without reducing the range of knob values
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Figure 2. The default value range of the parameters extracted through the knob ranking algorithm and the value

range after the proposed methodology.

in Table2. The reason is that the knobs in Figure 2 (a)
consist of five knobs with boolean types and five knobs
with continuous types. Compared to the knobs in Figure
2 (b), the search space for the knob values in Figure 2
(a) is much narrower. Specifically, we considered that
the knob range with over 10° has a wide range. In
Figure 2(a), there is only one knob with a wide range of
10°, on the other hand, Figure 2(b) shows three knobs
with wide ranges, where two knobs have much wider
ranges of 107 to 108. This is why Figure 2(a) performs
better than the default even without the knob reduction
step.

In summary, we demonstrate that the process of
defining the new range of knob values, which resulted
in reducing the search space for knobs, is important for
database knob tuning.

4, CONCLUSION

In database knob tuning research, there are some
challenges such as a variety of knob types and the large
range of continuous knob values. To reduce their large
range, we proposed a methodology that selects the
knobs that affect database performance through a knob
ranking algorithm and then reduces the search space to
the knob value range based on the configurations that
have driven a high database performance. We verified
our proposed methodology with experimental results
compared to default knob settings.

In the future work, we will develop the proposed
methodology to apply an online tuning for Cloud DBMS,
which has drawn attention.
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